
PERSPECTIVES

Most scientific studies of reading have
focused on dyslexia, a condition that is 
diagnosed when an otherwise normally 
developing child fails to learn to read,despite
sufficient educational opportunity and normal
intellect4. Dyslexia, originally called ‘word-
blindness’, was thought to derive primarily
from visual processing deficits, and to affect
only written language.However,more recent
research has focused on the role of acoustic,
phonological and memory processes, as well 
as developmental language disorders, in 
the origins of reading disabilities4,5. Further-
more, longitudinal studies have shown 
that more than 50 per cent of children who
meet diagnostic criteria for specific language
impairment (SLI — poor oral language skills
but normal non-verbal abilities) subsequently
or concurrently also meet the criteria for
dyslexia5–8, and many (but not all) people with
dyslexia show deficits in aspects of oral 
language9–12. Findings of similar (albeit not
identical) patterns of deficits indicate that the
difference between SLI and dyslexia might be
quantitative rather than qualitative, and could
be a question of maturation13–16. To acknowl-
edge the continuum between language and
reading impairments in many children, I use
the inclusive term ‘language learning impair-
ment’(LLI).However, although there are clear
commonalities between SLI and dyslexia, there
are also differences. Ultimately, we need a 
better understanding of within- as well as
between-group individual differences before
we can fully understand the neurobiological
basis of the spectrum of these complex 
developmental disabilities.

Phonological processing deficits are not
only characteristic of children with delayed
language development17 — it is also possible
to predict with considerable accuracy which
children are going to struggle to read on the
basis of their ability to manipulate phonemes
within spoken words (for example, knowing
that saying ‘plane’ without the /n/ sound is
‘play’)18–20. The relationship between phono-
logical deficits and language impairment
seems obvious,but understanding the effects
on reading requires a comprehension of the
alphabetic principal that underlies reading.
Learning to read alphabetic languages such as
English depends on developing an awareness
that printed characters (graphemes) corre-
spond to phonemes, the smallest meaningful
unit of sound that can change the meaning of
a word.Proficiency in decoding words into
their phonemic segments (phonemic aware-
ness) is considered by many to be the core
deficit in dyslexia4. Although other aspects of
language (semantics,morphology, syntax and
discourse) are also essential for reading flu-
ency and comprehension9,11,12,21–24, these have
received considerably less research attention.

Although it is widely accepted that LLI is
characterized by phonological deficits, the
precise aetiology of these deficits remains the
focus of intense research, and often heated
theoretical debate. A central research ques-
tion is whether phonological deficits are
‘speech-specific’,or whether they derive from
more basic attention, perception, memory
and/or motor constraints25–27. Considerable
research aimed at addressing this question
has led to the development of several different
models of LLI, including the rate-processing
constraint hypothesis28–33, the magnocellular
deficit hypothesis34, the cerebellar deficit
hypothesis35, the double-deficit hypothesis36

and the attentional dwell time hypothesis37.
Interestingly, all of these hypotheses have in
common a constraint in the speed of infor-
mation processing and/or production that 
is proposed to disrupt essential components
of language learning, beginning with the
acquisition of phonological representations.

Abstract | Developmental deficits that affect
speech perception increase the risk of
language and literacy problems, which can
lead to lowered academic and occupational
accomplishment. Normal development and
disorders of speech perception have both
been linked to temporospectral auditory
processing speed. Understanding the role
of dynamic auditory processing in speech
perception and language comprehension
has led to the development of
neuroplasticity-based intervention strategies
aimed at ameliorating language and literacy
problems and their sequelae.

Concerns about language and literacy skills
are increasing.Millions of students who start
school with weak language skills fail to learn
to read and drop out, with lowered prospects,
before graduation. Despite the fact that US
public schools spend twice as much money
on educating special education students 
(a large proportion of whom have a lan-
guage-based learning disability), reading
scores in the United States have not improved
over the past 20 years1 . National statistics
show that 30% of youths with learning 
disabilities drop out of school, and 56% of
these will be arrested2. However, past exp-
erience has shown that increased funding3,
educational focus1,2 and even political clout
have failed to solve the literacy problem 
(FIG. 1). What is needed is a better scientific
understanding of how the brain learns 
spoken and written language, and how to
effectively transfer this scientific knowledge
into practise.
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Considering the amount of speech that is
directed to an infant, it is easy to understand
the importance of speech in shaping the 
auditory cortex during critical periods of
development54,55. To aid this process, adult
speech to infants (known as ‘parentese’) has
been shown to exaggerate (extend in time and
amliptude enhance) the acoustic changes 
that differentiate phonemes in syllables and
words56. We have previously suggested that
during critical periods of development
Hebbian learning57drives the auditory cortex
to ‘represent’ each phoneme of the native lan-
guage as a distinct neural firing pattern (‘cell
assembly’) on the basis of its characteristic
acoustic temporospectral features. First,how-
ever, the brain must segment the ongoing
acoustic waveform of speech into chunks 
of time in which acoustic patterns occur 
frequently and consistently. Consistencies in
the speech waveform can occur in ‘chunks’
of various durations. Chunking in the tens of
milliseconds time window would allow the
fine grain analysis that is needed to represent
the acoustic differences between phonemes
such as /b/ and /d/. However, chunking over
longer periods of time (hundreds of milli-
seconds) would result in firing patterns that
are consistent with syllable or word-length
representations28.

Language learning impairments 
Infants as young as 6 months old require, on
average, silent gaps of only tens of milliseconds
to discriminate between two brief (70 msec)
tones that differ in frequency58.However,over
30 years of behavioural as well as electrophysi-
ological research has shown that it is not
uncommon for young children (5–9 years old)
with LLI to require hundreds of milliseconds
to perform this and other temporospectral
acoustic tasks (for review, see REF. 28).On the
basis of these findings, we proposed, and 
subsequently showed, that children with LLI
are specifically impaired in both their ability to
discriminate between59–61 and to produce62

speech sounds that are characterized by brief,
rapidly successive acoustic changes, such as the
brief formant transitions (40 msec) preceding
the steady-state portion of the vowel, which are
the sole differentiating feature between sylla-
bles such as /ba/ and /da/.However, they are
unimpaired in processing speech contrasts that
are based on acoustic cues of longer duration,
such as 250 msec duration steady-state vowels
(/E/ versus /ae/).

To demonstrate that the speech deficits 
of these children relate specifically to the dura-
tion of brief, rapidly successive acoustic cues in
speech, two acoustic manipulations were used.
First, the syllables /ba/ and /da/ were computer

explicit boundaries segment the ongoing
speech stream into distinct phonemes or 
syllables. The acoustic waveform of speech is
continuous, complex and characterized by
rapid acoustic changes in frequency and inten-
sity (known as formant transitions), followed
rapidly in succession by steady-state vowels or
other acoustic segments that are produced
sequentially as we move our speech articula-
tors. For example, in the syllables /ba/ and
/da/, the only differentiating cues occur within
the initial 40-millisecond formant transition.

Physiological mapping studies have shown
that the detailed organization of the auditory
cortex is driven by environmental input 
during critical periods of development43.
Exposure to altered acoustic input during
critical periods of early development, such as
continuous or pulsed noise, significantly 
disrupts the development of tonotopic repre-
sentation in the primary auditory cortex, and
these developmental changes persist into
adulthood44,45. Beyond the critical period,
these sensory/neural maps can only be driven
to change by intensive neuroplasticity-based
training46. In addition to tonotopic (frequency)
representation in the primary auditory
cortex47, there are neurons that code selec-
tively for temporal features of sound48–50, as
well as ‘inseparable’ temporospectral combi-
nations, such as frequency sweeps similar 
to those that occur in formant transitions 
of speech51–53. These studies show that the
auditory cortex is shaped early in life by 
the features and statistical probability of
occurrence of acoustic input during critical
periods of development.

However, others have argued that these non-
linguistic deficits occur in only a minority of
individuals with LLI and, as such, are neither
necessary nor sufficient to be causative38–41.
Thomas and Karmiloff-Smith42 recently 
suggested that much of this confusion derives
from a failure to take a developmental neuro-
science perspective. Although most early
studies of developmental LLIs focused on
young children who were failing to learn to
talk, and subsequently to read, recent
research has been dominated by studies of
much older individuals (primarily college
students) who have spent a lifetime devel-
oping alternative brain strategies to cope 
with their developmental disabilities.
Unfortunately, key theories pertaining to
dyslexia and other LLIs have rarely accounted
for developmental and maturational brain
changes that result from individual differ-
ences in early learning experience.

Auditory mapping of speech
How do phonemes come to be represented in
the brain, and why do so many children with
LLI have weak or imprecise phonological 
representation? An infant does not know
which language(s) they will need to learn.
Each language has its own set of phonemes
that must be learned from experiencing the
ongoing speech stream of the native language.
FIGURE 2a shows the spectrogram (frequency-
by-time display) of the acoustic energy that is
produced when a sentence is spoken, and 
FIG. 2b highlights two distinct consonant-vowel
(CV) syllables (/ba/ and /da/) segmented out
of the sentence. Note that no time gaps or
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Figure 1 | History of low reading scores despite increased funding. Data on federal spending on
education have been adjusted to provide consistency across time and to be comparable with the
calculations of the 2005 US national budget3 (left axis, blue bars). Reading scores from the National
Assessment of Educational Progress (NAEP) reflect the average performance of nine-year-old students
who received the test in the years indicated in the graph (right axis, red line). Average scores 1975–1999
were below the score reflecting ‘partial mastery’ (208) as well as ‘complete mastery’ (238) of the
knowledge and skills corresponding to proficient work for fourth grade students1. During these years
approximately only one third of fourth graders could read proficiently. 
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Two groups of infants have been studied,
one with a positive family history (FH+) for
SLI, and one without (FH–). Familial genetic
studies indicate that approximately 50% of
infants born into FH+ families are at risk 
of developing similar problems14, so we 
predicted that if RAP differences in infancy
were related to language outcomes, approxi-
mately 50% of the infants in the FH+ group
would have elevated RAP thresholds. We 
further predicted that individual RAP thresh-
olds in infancy (across both groups) would
account for a significant degree of variance in
subsequent language development and ver-
bal intelligence. This is precisely the pattern
that was found. Infant testing revealed 
a highly significant difference in RAP thresh-
olds between the FH+ and FH– infant
groups65.On follow up, we found that among
a large battery of sensory, perceptual and
cognitive measures, infant RAP thresholds
were the single best predictor of language
outcomes at 2 years of age. By 3 years of age,
two variables — RAP thresholds obtained 
at 6 months and male gender — together
predicted 39–41% of the variance in 
language outcome. Furthermore, these two
infant variables accurately classified 91.4% of
3-year-old children who scored in the
‘impaired’ range on the Verbal Reasoning
scale of the Stanford-Binet intelligence scales.
Importantly, none of the infant variables
could discriminate between 3-year-old 
children on the non-verbal portions of the
Stanford-Binet,demonstrating the specificity
of the relationship between individual 
differences in infant RAP thresholds and 
subsequent individual differences in language
and verbal intelligence58.

These studies show that early individual
differences in RAP both precede and predict
subsequent language development and 
disorders. A similar predictive relationship
between silent gap detection thresholds in
infancy and subsequent language develop-
ment is consistent with this66. These results
provide a valuable developmental perspective
from which to discuss the role of individual
differences in auditory processing — specifi-
cally, rapid temporospectral processing — in
phonological and language development and
disorders. This cohort is currently being 
followed longitudinally to determine the spe-
cific role of RAP, as well as early language
development, in the acquisition of reading.

Not all studies have found such com-
pelling evidence for RAP deficits in children
with SLI and/or dyslexia, and, of those that
do, some still question the causal relationship
between elevated RAP thresholds and various
aspects of phonological processing, language

synthesized and the duration of the formant
transitions preceding the steady-state vowel
segment extended from 40 msec to 80 msec,
resulting in significant improvement in speech
discrimination. Second,decreasing the dura-
tion of steady-state vowels (/E/ and /ae/) pre-
ceding the vowel /I/ from 250 msec to 40 msec
(as would occur in the diphthongs /EI/ versus
/aeI/) resulted in a significant decrement in
discrimination63.

The finding that speech perception could
be significantly improved by temporospectral
acoustic modification led to the development
of an algorithm that could perform these
manipulations in the acoustic waveform of
ongoing speech64. This formed the basis of a
new intervention strategy called Fast For
Word®, which combines acoustically modified
speech with explicit phonological, language
and reading intervention in a series of neuro-
plasticity-based training exercises disguised as
computer games (see BOX 1).

Does acoustic speed predict verbal
intelligence? [Au pls shorten to 1 line]
Is there any evidence that some infants
require more acoustic chunking time than
others? That is, is there evidence that what is
chunked as ‘nearly simultaneous in time’
might differ between individuals, and, if so, is
there any evidence that individual differences

in rapid auditory processing thresholds 
affect language development and/or verbal
intelligence? To investigate these questions,
A. Benasich and I developed a method for
establishing individual rapid auditory 
processing (RAP) thresholds in infants.
Language and cognitive development were
then assessed prospectively and longitudinally
in infants until they reached 36 months of
age. As seen in FIG. 3, infants were operantly
trained to look to a toy on their right when
they heard one tone sequence (high–low) and
to their left when they heard a different tone
sequence (low–low). The training stimulus
incorporated two 70 msec duration tones
separated by a 500 msec silent inter-stimulus
interval (ISI) between the end of the first tone
and the beginning of the second tone in each
sequence. Once the infant had learned this
task to criterion, the ISI between tones was
systematically decreased for correct responses
or increased for incorrect responses,until an
individual RAP threshold was established for
each infant. In subsequent studies, an easier
Go/No Go (oddball) variation on this task
has been used in which the infant listens to a
repeating tone sequence (low–low) and  is
trained to make a head turn when a different
sequence (low–high) is detected. An infant
performing this task can be seen online in 
supplementary information S1 (movie).
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Figure 2 | Acoustic energy produced by speech. Spectrogram showing the frequency-by-time
acoustic energy produced when a | a sentence is spoken and b | for individual syllables (/ba/ and /da/)
segmented out from the sentence.
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not homogeneous, and symptomatology can
change markedly during development. The
extent to which differences across studies
reflect these methodological issues, or differ-
ences in the aetiological origins in subsets of
these disorders, are areas in need of further
research.

Longitudinal studies have demonstrated
that many children have RAP deficits early 
in life that subsequently resolve7 or become
difficult to assess using behavioural tech-
niques. However, a recent study showed that
RAP deficits that could only be documented
in a minority of older individuals with LLI
with behaviour measures could be uncovered
in most of the same subjects using more 
sensitive electrophysiological techniques13.
So, early auditory deficits, differences or 
experiences are likely to affect the sharpness 
of phonological representations that are
established through experience-dependent
learning in infancy, leaving a lasting effect of
phonological impairment.

The data derived from prospective,
longitudinal studies of ‘at risk’ infants give us 
perhaps the most compelling evidence of the
developmental impact of RAP thresholds on
language development and disorders58.
Other compelling data are coming from
studies of animals with induced cortical
neuromigrational or genetic anomalies that
are designed to mimic those found in
LLI67–70.These ‘animal models’ show a strik-
ingly similar pattern of thalamocortical
magnocellular disruption70,71, as well as
behavioural RAP deficits28, to those seen in
people with LLI. These animal data not 
only add converging evidence to the human
studies, but they also open the door for a
more rigorous exploration of the neuro-
biological substrates that underlie LLI than is
possible in humans.

Spike-timing dependent learning
Speech is not comprised of random chunks of
acoustic information, but is organized in a
rule-based sequential manner.One dominant
function of the neocortex is prediction and
sequence learning72–76. At the cellular level,
spike-timing dependent synaptic learning is a
powerful mechanism for prediction plasticity
(or what Hebb referred to as ‘temporally
asymmetric learning’), capturing the influ-
ence of relative timing between input and
output spikes in a neuron76. Specifically,
an input synapse to a given neuron that is
activated slightly before the neuron fires 
is strengthened, whereas a synapse activated
slightly after is weakened. This window 
of plasticity typically ranges from –40 to 
+40 msec. It has recently been shown that

differences that might explain discrepancies
across studies, notably the age of subjects, as
well as the difficulty and age-appropriateness
of the stimuli and tasks that were used.
Furthermore, as is the case with all complex
developmental disabilities, these disorders are

or reading38–41.Not all individuals with LLI
demonstrate current RAP deficits, and, con-
versely, there are individuals who do poorly
on measures of RAP, but who nonetheless
develop adequate language and reading.
However, there are important methodological

Box 1 | The Fast ForWord® neuroplasticity-based training approach

Fast ForWord®,developed by Scientific Learning Corporation, is a series of neuroplasticity-
based training programmes that are designed to improve fundamental aspects of oral and
written language comprehension and fluency. The exercises incorporate two simultaneous
approaches to intervention,disguised as a series of computer ‘games’. In one approach (Circus
Sequence), subjects indicate the temporal order of tones that either rise or fall in pitch and that
have been designed to cover the basic range of frequencies and speeds that typify the
temporospectral changes that occur in formant transitions in consonants. The computer
program adaptively changes on the basis of each subject’s trial-by-trial performance — correct
responses are rewarded and errors corrected. The goal of the exercise is to increase the ability to
attend to and sequence increasingly, rapidly changing acoustic stimuli, and to expand the
memory span for rapidly successive events, until levels typically found in the acoustic changes
that characterize ongoing speech are reached.

The second approach uses a computer algorithm to acoustically modify (temporally extend
and amplify) the rapidly successive acoustic changes that occur in ongoing speech64.This
acoustic modification is intended to emphasize the rapid temporospectral acoustic changes that
mark key differences between brief phonemes in the ongoing waveform of speech. This
acoustically modified speech algorithm is used in a series of exercises to cross-train individual
components of language and reading across multiple levels, from the phoneme (Phonic Match)
to the word (Phonic Word) to grammatical sentences (Language Comprehension Builder). As a
rule, as linguistic performance improves, the amount of acoustic modification adaptively
decreases until all the exercises can be performed accurately with normal speech.
With the aid of computer technology, and the Internet for data transfer, the Fast ForWord®

series of training programmes (which now incorporates both a language and reading series) has,
to date,been applied to over 375,000 children in over 2,000 schools. See online links for data
from clinical and school trials with multiple populations (Fast ForWord® results), to try an
animated demo of Circus Sequence and Phonic Match, and to hear stimuli from various levels of
each task (Fast ForWord® language exercises).

Circus sequence Phonic match

Phonic match Language comprehensive builder
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we might now be poised to extend such the-
ories to the study of language development
and disorders in humans.

Neuroplasticity and remediation
It has long been thought that sensory neural
maps were established for a lifetime during
early critical periods of development. How-
ever,more recent physiological studies, which
show that sensory neural maps can be 
substantially altered at the cellular level by
intensive behavioural training in adult 
animals,have challenged this perspective93.

In the early 1990s, M. Merzenich, W.
Jenkins, S. Miller and I began to discuss
whether the results of neuroplasticity-based
training studies in animals might be applied
to children.Of particular interest were studies
that showed that the grain of analysis for the
rapid segmentation of sensory events could
be significantly sharpened by intensive, adap-
tive behavioural training46,93. We were eager 
to see whether similar methods could be
developed with the aim of ameliorating the
RAP deficits that are characteristic of many
children with LLI, and, if so, whether
improvements in phonological, language and
reading skills might follow. These discussions
led to a series of laboratory and field studies,
and subsequently to the development of a
new neuroplasticity-based training approach
called Fast ForWord® (see BOX 1).

In our original laboratory studies, two
matched groups of children with LLI part-
icipated in daily training for approximately 
3 hours per day for 4 weeks94,95. The exp-
erimental group was trained with the two
approaches described in BOX 1. The treatment
control group received precisely the same 
language intervention, but with speech that
was not acoustically modified, and instead of
the auditory tone sequencing exercise (Circus
Sequence), which is aimed at speeding rapid
auditory processing, the control group played
non-temporally adapted visual computer
games. After training the experimental group
showed a substantial improvement in the rate
of acoustic processing, with many (but not
all) subjects moving from thresholds in the
hundreds of milliseconds range to the tens of
milliseconds range. In addition, many of the
trained subjects showed significant improve-
ments in speech discrimination and language
comprehension94.There was a highly signifi-
cant correlation between decreases in RAP
threshold and increases in language skills95.

It is striking to note that expressive language
also improved significantly, although no
explicit training in motor speech or expressive
language was provided. Recent brain imaging
studies, which showed activation in primary

spike-based temporal difference learning
causes neurons to become direction selective
when exposed to moving visual stimuli75.
Could the same be true in the auditory system
of humans?

Although speculative at this point, I 
propose that similar mechanisms might
underlie important aspects of acoustic/
phonetic perception and language learning.
Such a mechanism, when exposed to the
rapid temporospectral changes that charac-
terize speech, would cause multiple neurons
in the primary auditory cortex that fire
nearly simultaneously to bind together.
Not only would such temporally contiguous,
frequent patterns of feature activation 
build cell assemblies representing discrete
phonemes, but such activity in one cortical
circuit could, through converging pro-
jections, activate other cortical areas, leading
to a sequence of activations that Hebb 
called a ‘phase sequence’57,76. The theoretical
application to speech processing would indi-
cate that spike-based temporal difference
learning would result in neurons becoming
direction selective for the rapidly changing 
perceptual and motor patterns that charac-
terize ongoing speech. Such a mechanism
could account not only for the development
and sharpening of neural representations 
for distinct phonemes that occur repeatedly
in a language, but also for the elimination
through regressive and inhibitory processes
of phonemes and sequential patterns that do

not occur in an infant’s native language77.
It is provocative that the critical time 
window for spike-timing dependent long-
term potentiation is approximately 40 msec,
as this also is the critical time window of the
rapid temporospectral acoustic changes in
formant transitions that are important for
tracking temporal order across ongoing
speech78.

Sejnowski and colleagues suggest that the
temporally asymmetric Hebbian learning rule
is equivalent to the temporal difference learn-
ing algorithm in reinforcement learning, and
that it can be used to make predictions 
and implement classical conditioning79.The
temporal window for classical conditioning
is several seconds — much longer than the
window for long-term potentiation/long-
term depression that is observed at cortical80

and hippocampal81,82 synapses. Therefore,
they further predict that a circuit of neurons
in the basal ganglia and frontal cortex might
be needed to extend the computation of
temporal differences to these long time
intervals. This would indicate that the tem-
poral order of input stimuli is a useful source
of information about causal dependence,
not only in many different learning contexts,
but also over a range of timescales. There is
ample evidence that children with LLI have
difficulty with temporal order judgements
over many timescales, ranging from the 
perception of brief, successive acoustic stim-
uli29,32,83,84, to performing rapid sequential
motor movements85,86, to learning gramm-
atical rules based on word order (such as 
‘the girl is chasing the boy’)87. There is also
considerable evidence from physiological
and neuroimaging studies that individuals
with LLI have morphological, physiological
and connectivity disturbances in the basal
ganglia/cortical circuit that is thought to
underlie Hebb’s temporally asymmetric
learning rules32,70,71,88,89. Connectivity across
this system could potentially drive the 
development of predictive rules that govern
language-specific phoneme order, word 
segmentation and even grammatical rule
systems. Deficits or delays in maturation13 or
myelination in this system could disrupt or
delay language development.

Current thinking on issues such as spike
timing, spike synchrony and neural oscilla-
tions is at the forefront of theoretical and
computational research into the role of the
temporal cortical neuronal code90–92. With
the development of single-trial functional
magnetic resonance imaging (fMRI) and
other, more temporally relevant, neuro-
imaging technologies such as event-related
potential and magnetoencephalography,
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Figure 3 | Obtaining a rapid auditory
processing threshold using a two-alternative
forced choice paradigm. The infant’s attention
is maintained forward with colored slides while
the infant listens to tone sequences. Infants are
operantly conditioned to look to the electronic toy
on their right for the tone sequence low–high and
to their left for the sequence low–low. Correct
responses (monitored by a video camera in the
centre of the apparatus) activate the toy. The
inter-stimulus-interval between tones is
decreased after correct and increased after
incorrect responses until a threshold is reached58.
For video, see online supplementary information
S1 (movie). FIGURE and video courtesy of A.
Benasich, Rutgers University, Newark.
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that driving RAP thresholds from the hun-
dreds of milliseconds into the tens of millisec-
onds time window would provide the neural
substrate that is necessary for chunking the
ongoing acoustic waveform of speech at 
the finer-grain level that is required to build
distinct (categorical) phoneme representa-
tions. This should improve the ability of indi-
viduals to detect phonemes within words,
and therefore the ability to learn letter–sound
correspondences. In addition, we proposed
that explicit training in the rules of English
grammar,presented initially with acoustically
modified speech, then individually adapted
back to normal speech, should lead to
improvements in reading comprehension 
and fluency. Finally, on the basis of research
that shows evidence for deficits in auditory
attention37 and memory16, we proposed that
adding intensive training components in
these areas should be important for reaching
the largest numbers of children, specifically
those with multiple deficits who have 
historically been ‘hard to remediate’ with
more traditional approaches.

Recently, researchers at Stanford University
used behavioural as well as fMRI techniques to
evaluate these proposals in people with
dyslexia103-105. In the most recent study104, 20
children with dyslexia and 12 matched typical
readers received a battery of language and
reading tests, and 2 fMRI scans while perform-
ing a letter rhyming task, approximately 8
weeks apart. Between scans, the children with
dyslexia completed the Fast ForWord®-
Language training programme.After training,
the the children with dyslexia showed a signifi-
cant improvement in performance on stan-
dardized language and reading tests (FIG. 4).
Importantly, word-decoding scores (represent-
ing the core deficit of phonemic awareness)
moved from one standard deviation below the
mean before training to within the normal
range after training. Comparable improve-
ments in reading comprehension were also
documented. In addition to significantly
improved reading in the trained dyslexic
group, fMRI results showed ‘normalization’
(increased metabolic activity) in left-hemi-
sphere temporoparietal language regions (FIG.

5). The control group showed no significant
behavioural or fMRI test–retest changes. These
results replicate the pattern of results found in
a similar study with adults with dyslexia105,
demonstrating that neuroplastic changes in the
brain can be driven by behavioural training
throughout an individual’s lifespan.

Additional fMRI studies, including a
matched control group of children with
dyslexia who receive a different form of inter-
vention, are currently underway to increase

abilities, therfore extending their potential 
relevance to reading intervention102. These
results have been extended and replicated in
numerous school and clinical settings with
thousands of children (see online links box).
Although these were not all randomly 
controlled trials, and with the caveat that sim-
ilar results are not obtained in all cases, these
widespread results show the practical applica-
tion that is possible when scientifically-based
methods are adequately implemented in
schools and clinics with appropriate children.

Despite good overall success with these
first-generation neuroplasticity-based train-
ing approaches, there remains a percentage of
children who improve only slightly or not at
all. Long-term follow up studies of trained
children are needed, together with a better
understanding of individual differences in
outcomes that might be influenced by the
clinical profile and learning environment of
each child. Additional research is needed to
reach a better understanding of which specific
components of this and other intervention
programmes drive which specific outcomes
for which children.

Remediation and neuroimaging
We proposed that neuroplasticity-based inter-
vention aimed at improving RAP thresholds
and sharpening acoustic/phonetic processing
would have an impact not only on oral 
language, but also on reading decoding and
comprehension skills, and would do so by 
‘re-mapping’brain areas that are important
for these functions. Specifically, we suggested

motor areas during speech perception, have
renewed interest in the idea that motor areas
are involved in perceptual processing96.So, the
finding of improved speech production after
perceptual training is of considerable theoret-
ical interest and is a fruitful area for future
research.

As with any intervention, not all children
improved to the same extent, and some 
did not improve at all. Furthermore, many
children in the control group who received
the same intensive language intervention,but
without the benefit of the acoustically modi-
fied speech or RAP training, also showed
improvements, leading to questions about the
specificity of the results to the temporal
manipulations per se. Aspects of this interven-
tion share some features in common with
many other successful treatment approaches,
specifically the intensity and consistency of
treatment, as well as explicit training of one or
more components of language (phonology,
semantics and/or syntax)97–101.However, these
factors were explicitly addressed in the 
randomized, treatment control group.
Although both groups showed significant
gains over baseline performance on language
measures, the experimental group that
received language training with acoustically
modified speech, coupled with RAP training,
showed a statistically significant advantage
over the treatment control group. These labo-
ratory results have been replicated in an inde-
pendent study with French children with
dyslexia,using a similar acoustic modification
algorithm to train phonological awareness
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our understanding of the nature of the neuro-
plastic changes that occur with various forms
of remediation. Specifically, we need to under-
stand better the multiple changes that occurred
in the brains of the trained children,not only
in left-hemisphere language areas,but also in
homologous areas of the right hemisphere, as
well as other brain areas.Other studies have
recently reported similar fMRI106 or electro-
physiological107 changes after intensive, explicit
phonological awareness training. These are
among the first studies to show that fMRI and
other neuroimaging modalities might become
a useful adjunct to evaluating and comparing
the efficacy of various treatment approaches.
The long-term goal of this research is to eluci-
date the neurobiological signature of different
forms of LLI, as well as various treatment
approaches, so that more efficacious treatment
approaches can be designed to meet the needs
of each child.

Conclusion
The significant improvements in reading 
following Fast ForWord®-Language training
provide strong support for the theoretical
premise that initially drove the hypothesis link-
ing rapid auditory processing, language and
reading. It is important to remember that this
series of training exercises does not incorporate
any letters at all,but was designed to improve
the rate of auditory sequential processing,
attention,memory,phonological processing
and grammatical skills. The finding of im-
proved reading immediately after this training
demonstrates the importance of these essential
building blocks not only for language, but 
also for reading success. In turn, these results

highlight the importance of designing more
neuroscience-informed intervention strategies 
for individuals who continue to struggle with
language and reading when more traditional
educational and clinical approaches are used.

These laboratory studies also have consid-
erable practical implications for the develop-
ment of neuroscience-based intervention
strategies for use with other populations who
are struggling with speech, language and liter-
acy skills, including deaf children with
cochlear implants108, individuals with central
auditory processing disorders109 and patients
with acquired aphasia resulting from brain
injury110. It is also provocative to note that
studies of older adults have implicated slow-
ing of auditory processing speed as an impor-
tant concomitant to language and cognitive
decline111–113.Public schools are struggling to
meet the requirements of the ‘No Child Left
Behind’ legislation, and increasing numbers
of our population are experiencing the cogni-
tive and language declines associated with
ageing. However, this research offers new
insights into the essential role of temporal
processing in the development and mainte-
nance of language functions, and how basic
neuroscience research is leading to improved
intervention strategies.
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